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ABSTRACT 

 
This paper describes and compares different approaches for 
detecting cracks in the concrete toe, other general areas of 
levees and dams using satellite or drone images. The dataset 
was sourced from real drone flight data and manually 
collected and annotated as needed. We compare old and 
modern algorithms alike to determine which ones perform 
best in this case. We also explain the reasonings for a 
particularly interesting case of the viola jones algorithm, 
where our calculated accuracy is 100%. We study stacking 
(85% accuracy), and the latest deep learning techniques 
(90.90% accuracy) as well. This research hopes to help the 
U.S. Army Engineers Corps integrate the model into drones 
to better monitor the levee areas prone to disaster. 
 

Index Terms— Object detection, Machine Learning, 
Deep Learning, Stacking, 
 

1. INTRODUCTION 
 
Levees are structures constructed along natural water bodies 
to stop the flooding of low-lying areas. The presence of 
cracks in the concrete of these structures can indicate 
impending structural failure. Breakage of levees can result in 
catastrophic damage to property and life [1]. The monitoring 
of these problems is currently done manually or at best by 
flying drones only to collect images [2, 3]. 

 
      However, we aim to automate this process by testing and 
selecting the best machine learning model that can most 
accurately detect cracks near these structures so that the 
person trying to identify these problem areas can be more 
targeted in their approach. The most significant issue we face 
while trying to detect cracks is the actual collection of 
images. Most models train on a curated dataset and then are 
tested on a smaller and significantly different test dataset. 
Any slight change in the lighting conditions, angles, etc. will 
cause the training data to vary vastly. In this experiment, 
however, we have taken adequate care to modify and 
augment the collected data suitably. 

 
      Once the dataset is created and annotated (12,800 
images), we move on to the selection of models. We have 
chosen to use one of the oldest algorithms for object 
detection, Viola-Jones [4, 5], one of the latest deep learning 
models, Single Shot MultiBox Detector [6], some more 
commonly used non-deep learning methods such as Support 
Vector Machines, Gradient Boosting Classifier, etc. along 
with a Stacking [7-11] approach to compare their 
performances. 
 
      In this paper, we primarily focus on using the data from a 
custom-built dataset from drone images near levees, testing 
each of these methods, provide reasons as to why and how 
they work for our current dataset. Then we further study the 
methods and select the best one that might work best for real-
time detection of cracks. We then evaluate the performance 
and compare its results. 
 

2. BACKGROUND AND RELATED WORK 
 
Before proceeding with collecting the required data from the 
drone images and applying various machine learning 
methods, we first study the significance of this issue and try 
to grasp the key points that need to be addressed in such 
situations so that we can pose the correct questions and 
extract meaningful observations from our data. 
 
      Levees that protect vast areas of commercial and 
residential properties are prone to degradation over time. This 
could be the result of severe weather, subsidence of land, 
seepage, development of cracks, sand boils, etc. Further 
published data indicates that coastal Louisiana lost 
approximately 16 square miles of land between 1985 and 
2010 [12]. New Orleans’ history records the worst flooding 
in the area due to hurricane Katrina in 2005. There were over 
50 failures of levees and floodwalls protecting New Orleans, 
Louisiana, and its surrounding suburbs, following the passage 
of Hurricane Katrina. These failures caused 80% of the 
flooding that affected New Orleans. Such events show us that 
levee and dam failures can be catastrophic. There is enormous 
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potential for significant property damage, loss of life, 
damages of vegetation, and land.  
 
      Due to the described adverse effects of levee failure, close 
monitoring of cracking near the levee’s concrete and 
surrounding area is of the utmost importance [3, 13]. In this 
research, we will focus on the detection of any such cracks 
and try to predict the exact area they are present in so that 
they can be monitored closely. 
       

There have been similar research papers focusing on the 
detection of cracks, for example, in concrete pipes [14], crack 
detection on pavements [15], etc. with high accuracies. 
However, our paper deals with the discovery of cracks in a 
niche area, which requires a precise collection of data and 
pre-processing. Another novel contribution is the 
introduction of the stacking method to detect cracks in levees. 
 
      Object detection using machine learning is a popular 
approach to locate regions of interest in an image. The usage 
of object detection methods for cracks is particularly well-
suited because of the characteristic features of a crack that a 
machine learning model can pick up on. For example, the area 
of contrast between the brighter concrete and the dark portion 
of the crack. 

 
3. DATA AND METHODS 

 
The entire dataset was created from scratch using images 
photographed from drones flying over levees in the New 
Orleans areas. We sliced the images so that the most relevant 
part, i.e., cracks, are most prominent. Since the number of 
images with cracks were limited, we opted to augment the 
images to synthetically create more positive samples by 
superimposing the cracks on related images. These images 
were collected from ImageNet and OpenStreet Maps [16]. 
 

The methods used include Viola-Jones detection which 
uses Haar features to classify the presence of cracks and 
generate appropriate bounding boxes, non-deep learning 
techniques such as SVM, GBC, kNN, etc., Stacking and the 
Single Shot MultiBox Detector (SSD). In order to use the 
images for deep learning, they need to be manually annotated.  

 
To use these images with non-deep learning techniques, 

custom features must be extracted from each image and then 
passed onto the individual models. To do this, we chose a 
combination of several different features that provide the best 
results in combination with each other. They are Hu moments 
(7 features), Haralick features (13 features), Histograms (32 
features), Histogram of Oriented Gradients (HOG) (648 
features), Canny features, and Gabor features. Since Canny 
and Gabor features are defined as matrices, we chose to 
derive additional features such as the sum along axes, and 
total sum from them and include them as individual features. 
All implementations of models such as SVM, etc. used 

Python and related machine learning libraries like Scikit-
Learn, Mahotas, Pillow, etc. For implementing Haar 
cascades, we use OpenCV in conjunction with Python. The 
code to calculate the accuracy of the Viola-Jones Detector is 
custom and is based on the categorization of the bounding 
box results, as explained in figures 1, 2, and 3. SSD uses 
MobileNetV2 as its feature extraction layer. We use a Pytorch 
based network and tune it further to help with accuracy.  
 

4. RESULTS AND DISCUSSIONS 
 
4.1. Viola-Jones object detector  
 
Viola-Jones object detector can be implemented using 
OpenCV’s Haar Cascade training. It uses Haar features and 
boosting to determine which of the input images are positive 
and quickly rejects all the sub-windows that appear not to 
have cracks in them. We train the cascade for 25 steps with 
the training data and use the generated XML files to test their 
object detection capabilities. Upon testing with multiple 
XML files from each stage, the accuracy of this model turns 
up to be nearly 100%. The reason behind this phenomenon is 
the inherent characteristic of the haar feature itself. 
 
      The Haar feature is a rectangular image consisting of 
rectangular black and white regions that are superimposed on 
each image to check for the presence of contrast regions. For 
example, in the case of a face recognition problem, a Haar 
cascade considers it a face, if, for example, three regions near 
the eyes, nose, and mouth are dark/light as per the model. 
Similarly, in the case of cracks, every part of the image that 
contains any region of dark versus light areas is classified as 
cracks. In the later stages, these classifications become a lot 
more refined. But unless we introduce unnaturally occurring 
images such as that of cats or dogs out of context, the model 
will continue to predict most cracks successfully. The models 
were tested on two different test datasets. One with entirely 
positive images containing multiple cracks to see the actual 
detection of bounding boxes, and a second test set with a mix 
of both positive and negative images. The accuracy was 
calculated to be very close to 100% in both cases. 
 
      The border-crack problem: The detections resulting 
from the Viola-Jones method present a unique challenge that 
we shall refer to as the border-crack problem.  

 
Because of the way a Haar feature functions, and because 

of the way these synthetic samples have been generated, there 
arose a different kind of problem in detections. The border-
crack problem occurs when there is a stark contrast between 
the superimposed image and the negative background image. 
These borders are then mistaken for being cracks by the 
detector. This contributes to the high accuracy parameters. 
This problem can be clearly seen in figures 1, 2, and 3, where 
each of them is explained in detail. 
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Figure 1: A clear example of the border-crack problem where 
the detector mistakes the border of the superimposed image 
to be a crack. The actual crack is also detected. Such images 
are classified as true positives for the purpose of calculation 
of accuracy. 
 

 
 

Figure 2: An example of correctly detected cracks. This is 
another example of a true positive detection. The crack on the 
land nearby has also been successfully detected. 
 

 
 

Figure 3: Another example of the border-crack problem 
where the detection occurs near the border of the 
superimposed image. Note that the actual crack has also been 
successfully detected. 
 
4.2. Single Shot MultiBox Detector 
 
SSD is a deep learning method that does not need any manual 
extraction of features. We use a PyTorch implementation of 
the network to train and test on the dataset. Upon running it 

for 400 epochs, the accuracy was measured to be 90.90%. On 
a small dataset with few variations, this was a high result. The 
only drawback in this method is that of manually annotating 
all the images in the dataset and have it ready in the VOC-
format. 
 
4.3. Non-deep learning methods and Stacking 
 
Below, we show the results for the overall accuracy of the 
individual methods. 
Random Decision Forest –  70.022% 
Extra Tree Classifier –    65.86% 
K-Nearest Neighbors –    58.58% 
Logistic Regression –    58.52% 
Xtreme Gradient Boosting –   71.83% 
Gradient Boosting Classifier –   76.12% 
Support Vector Machine –   73.52% 
Bagging – 70.33% 
 

Stacking based machine learning is an ensemble approach 
that obtains information from multiple models and aggregates 
them to form a new, generally improved model. We ensure 
that the selected methods that perform well but are least 
correlated to each other. Below are a few results from 
stacking approaches.  
 
GBC, kNN, SVM as base, GBC as meta –           76.22% 
RDF, GBC, kNN, SVM as base, GBC as meta –    79.54% 
RDF, GBC, kNN, SVM as base, SVM as meta –    84.58% 
 
 

5. CONCLUSIONS AND FUTURE WORK 
 
In this paper, we compared some of the best and latest object 
detection algorithms to detect cracks near levees. We 
developed a stacking-based machine learning method that is 
capable of detecting cracks by prediction. In comparison, the 
deep learning method performed best at 90.90%. The 
stacking method performed comparably well at around 85%.  
Despite the high performance of the Viola-Jones detector at 
100%, it might not be the best possible one to use for a real-
world scenario since it categorizes most high contrast 
surfaces in the context of dams and levees as a crack. Using 
such a method would only be beneficial in especially high-
risk cases to detect all and any possible cracks. In cases where 
these models must run in real-time on the small architecture 
of a drone, the lower the computational overhead, the better. 
Deep learning processes take up a lot more computational 
power than the stacking method does. Therefore, without 
sacrificing too much accuracy, the stacking method would 
work better on smaller devices. The code and data of our 
proposed model are freely available here 
http://cs.uno.edu/~tamjid/Software/crack/code_data.zip  
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